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Two topics:	



-  Secrecy in wireless data transmission	



-  Privacy of information sources, with applications in smart grid	



	



Common theme: 	



-  Information theoretic characterization of fundamental limits  	



Overview	





1.  Physical Layer Security in Wireless Networks	



2.  Privacy-Utility Tradeoffs, with Applications in Smart Grid	



3.  Summary	
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Wireless Networks: Layers	
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–  MIMO (Multiple-Antenna Systems) 
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–  Cognitive Radio  
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•  Key Techniques for Improving Capacity & Reliability:   

–  MIMO (Multiple-Antenna Systems) 

–  Cooperation & Relaying 

–  Cognitive Radio  

•  What About Security?   

–  Traditionally a higher-layer issue (e.g., APP) 

–  Encryption can be complex and difficult without infrastructure   

–  Information theoretic security examines the fundamental ability of the PHY to 

provide security (confidentiality) 

Motivation: Exploiting the Physical Layer	





 Shannon [1949]: For cipher, perfect secrecy requires a one-time pad.	


	



[I.e., the entropy of the key must be at least the entropy of the source: H(K) ≥ H(M)]	
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•  Tradeoff: reliable rate R to Bob vs. the “equivocation” H(M|Z) at Eve	
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•  Tradeoff: reliable rate R to Bob vs. the “equivocation” H(M|Z) at Eve	



•  Secrecy capacity = maximum R such that R = H(M|Z) 	



•   Wyner [1975]: Secrecy capacity > 0 iff. Z is degraded relative to Y	





Physical Layer Security in Wireless Networks	



	



	



•  There has been a resurgence of interest in Wyner’s ideas, as 
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•  The physical properties of radio propagation (diffusion & 
superposition) provide opportunities for this, via	
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•  The physical properties of radio propagation (diffusion & 
superposition) provide opportunities for this, via	



	



	



•  There has been a resurgence of interest in Wyner’s ideas, as 
encryption is impractical for emerging wireless networking paradigms. 	



-  fading: provides natural degradedness over time	



-  interference: allows active countermeasures to eavesdropping	



-  spatial diversity (MIMO, relays): creates “secrecy degrees of freedom”	



•  These phenomena lead to rich secrecy capacity regions for the 
fundamental channel models used to understand wireless networks.	





Models content distribution with multicast and unicast content	


	


•  Csiszár & Körner [1978]: Discrete Memoryless BCC	



•  Liang, Poor & Shamai [2008]: Gaussian & Fading BCCs	



  

Paradigm: Broadcast Channel with 
Confidential Messages (BCC) 	
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Gaussian BCC: Secrecy Capacity Regions	





Fading BCC: Secrecy Capacity Region	
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•  Interference Channel:	



•   Multiple-Access Channel:	



•  Relay Channel:  Relay cooperates to improve security; or relay is untrusted.	



•  MIMO Channel:  Allows simultaneous secure transmission without rate penalty.	


	



Secrecy in Fundamental Channel Models	
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•  There are many electronic information sources of information about us.	



–  Google, Facebook, smart metering, biometric systems, etc.	



	



	



•  The utility of these sources depends on their accessibility.	



•  But, they can also leak private information.	



•  How can we characterize this fundamental tradeoff?	



Motivation: Privacy & Utility of Data	





•  Privacy is not secrecy:	



	



	



	



	



Privacy vs. Secrecy	





•  Privacy is not secrecy:	



	



	



	



•  Denial of access (secrecy) makes a data source useless.	
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Privacy-Utility Tradeoff	


	



•  Data consists of public (revealed) and private (hidden) variables, 
which are often correlated. 	



	





Privacy-Utility Tradeoff	


	



•  Data consists of public (revealed) and private (hidden) variables, 
which are often correlated.	



•   To characterize the tradeoff between utility and privacy we can	



–  measure utility by distortion of public variables as revealed to a user; 	



–  measure privacy by equivocation of the private variables as revealed.	



	





	



•  Leads to a distortion-equivocation region, 
whose boundary is the efficient frontier in 
the tradeoff. [Sankar, Rajagopolan & Poor (2013)]	
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•  Data consists of public (revealed) and private (hidden) variables, 
which are often correlated.	



•   To characterize the tradeoff between utility and privacy we can	



–  measure utility by distortion of public variables as revealed to a user; 	



–  measure privacy by equivocation of the private variables as revealed.	



	



Utility-Privacy/RDE Regions

12/3/2011 H. V. Poor     SG: Privacy and Utility 22
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•  Smart meter data is useful for price-aware usage, load balancing	



•  But, it leaks information about in-home activity	



Application: Smart Meter Privacy	





P-U tradeoff leads to a spectral ‘reverse water-filling’ solution	



The following theorem captures our main result.

Theorem 3: The utility-privacy tradeoff for smart meter
measurements modeled as a Gaussian source with memory is
given by the leakage function λ(D) which results from choos-
ing the distribution p (x̂n|xn) as the rate-distortion (without
privacy) optimal distribution.

Proof: The proof follows directly from noting that, for a
given jointly Gaussian distribution of the source and correlated
hidden sequence, pXnY n , the infimum in (8) and (9) is strictly
over the space of conditional distributions of the revealed
sequence given the original source sequence as a result of
the Markov chain relationship Y n − Xn − X̂n. Expanding
the leakage as I(Y n; X̂n) = h(Y n) − h(Y n|X̂n), and using
the fact for correlated Gaussian processes, Yk = αkXk + Zk,
for all k, where {Zk} is a sequence independent of {Xk}
and αk is a constant for each k, one can show that the jointly
Gaussian distribution of Xn and X̂n which minimizes (8) also
minimizes (9).

Remark 2: Theorem 3 simplifies the development of the
RDL region for Gaussian sources with memory for which the
rate-distortion function is known. For Gaussian sources with
memory the rate-distortion function is known and lends itself
to a straightforward practical implementation that we discuss
in the following section.

F. Rate-Distortion for Gaussian Sources with Memory

In general, the rate distortion functions for sources with
memory are not straightforward to compute. However, for
Gaussian sources, the rate-distortion function R(D) (without
the additional privacy constraint) is known and can be obtained
via a transformation of the correlated source sequence Xn

to its eigen-space in which the resulting sequence X̃n is
uncorrelated (and hence, independent for jointly Gaussian
sources); let SX(ω), SY (ω), and SXY (ω) denote the two-
sided power spectral densities (PSDs) of the {Xk} , {Yk},
and {XkYk} processes, respectively [16]. Let φ denote the
Lagrangian parameter for the distortion constraint (4) in the
rate minimization problem. Explicitly denoting the dependence
on the water-level φ, the rate-distortion function Rφ (D) and
the average distortion function D (φ) are given by

Rφ (D) =

∫ π

−π

max

(

0,
1

2
log

SX(ω)

φ

)

dω

2π
(10)

D (φ) =

∫ π

−π

min (SX(ω),φ)
dω

2π
. (11)

Note that the water-level φ is determined by the desired
average distortion D (φ) = D. Thus, R(D) for a Gaussian
source with memory can be expressed as an infinite sum of the
rate-distortion functions for independent Gaussian variables,
one for each angular frequency ω ∈ [−π,π]. The “water-
level” φ captures the average time-domain distortion constraint
across the spectrum such that the distortion for any ω is the
minimum of the water-level and the PSD. The privacy leakage
λ(D (φ)) is then the infinite sum of the information leakage
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Fig. 1. The PSD of {Xk}. The area below the curve and the horizontal line
is equal to D.

about {Yk} for each ω, and is given by

λ (D (φ)) =

∫ π

−π

1

2
log

(

SY (ω)

SXY (ω)g (ω) + SY (ω)

)

dω

2π
(12)

where g (ω) ≡ (min (SX(ω),φ) − 1) .
Remark 3: The transform domain “water-filling” solution

suggests that in practice the time-series data can be filtered
for a desired level of fidelity (distortion) and privacy (leak-
age) using Fourier transforms. The privacy-preserving rate-
distortion optimal scheme thus reveals only those frequency
components with power above the water-level φ. Furthermore,
at every frequency only the portion of the signal energy which
is above the water level φ is preserved by the minimum-rate
sequence from which the source can be generated with an
average distortion D.

IV. ILLUSTRATION

The following example illustrates our results. We assume
that the private information to be hidden is the measurement
sequence itself, i.e., Yk = Xk, for all k. For the meter
measurements modeled as a stationary Gaussian time series
{Xk} , we choose Xk ∼ N (0, 1) for all k ∈ I, and an
autocorrelation function

cm = E[XkXk+m] =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

1 m = 0,
0.3 m = ±1,
0.4 m = ±2,
0 otherwise.

The power spectral density PSD (frequency domain represen-
tation of the autocorrelation function) of this process is given
by

S(ω) =
∞
∑

m=−∞

cm exp(imω) = 1+0.6 cos(ω)+0.8 cos(2ω),

− π ≤ ω ≤ π. (13)

In order to obtain the rate-distortion function Rφ(D) for this
source, for a given D we have to find the water-level φ
satisfying (11).

Source Coding Solution	
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∞
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Can also use energy storage to aid privacy – results in a control-theoretic 
solution [Tan-Gunduz-Poor, 2013] [Yang-Chen-Zhang-Poor, 2015]	
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•  N.A. Grid: interconnected regional transmission organizations (RTOs) which	



–  need to share state measurements for reliability of state estimation (utility) 	
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Competitive Privacy: Motivating Example	



•  Leads to a problem of competitive privacy.	



•  Optimal source coding (Wyner-Ziv) yields optimal information exchange.	



•  Competition invokes game theory.	





Other Potential Applications	



Biometric Systems:  tradeoff 
between security & privacy	



E-Commerce:  tradeoff 
between profit & privacy	



Social Networks:  tradeoff 
between sharing & privacy	
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•  Information theory can help understand the fundamental ability of 

the radio channel to provide confidentiality of wireless data.	



•  A fundamental tradeoff between privacy and utility of data sources 

can also be viewed in an information theoretic setting.	



•  Examples from smart grid: smart metering  and competitive privacy 

give rise to tradeoffs between fidelity and information leakage. 	



•  These are theoretical constructs, but they point to potential 

practical solutions.	
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Thank You!	




