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EXPERT ENSEMBLES ARE EVERYWHERE

• MODELING: What is a realistic model for ensembles?
• ANALYSIS: What is the right decision fusion rule?
• DESIGN: How to pick the right set of experts – diversity?

Machine classifier ensemble
- State of the art systems in ML

Human ensemble (“crowd”)
- Labeling subjective 

phenomena

GLOBALLY VARIANT LOCALLY CONSTANT MODEL

• Classical assumption – all experts are equally reliable
• Better – each expert has different reliability

• Even better – expert reliability varies with data as well

Reliability constant over homogeneous instances

• Parameter estimation – EM with state and true label as
hidden variables

• Bayesian version with parameter priors
• Applied to emotion recognition, UCI databases

BAYES OPTIMAL FUSION RULE FOR GVLC MODEL

• Simple plurality fusion:

• Variable expert reliability model:

• GVLC model-based fusion:

Non-linear fusion rule, other rules special cases

otherwise  0 and    if  1  where

maxargˆ
1

kyy

yy

jj

k

R

j

j

ky



 










 

 

R

j

j
K

k

j

kkyMAP kkAyy
1

1

1

),(loglogmaxargˆ

1






















R

j

K

k

yj

m

M

m

myMAP

j
kkkA

xkyPmzxPmzPy

1

1

1

11

1),(                           

);|();|()(maxargˆ

CREATING A DIVERSE MAXENT ENSEMBLE
Collaborators – Abhinav Sethy, Bhuvana Ramabhadran, IBM T. J. Watson Research Lab

“You don’t understand anything until you learn it more than one way” –
Marvin Minsky

• Common view – ad-hoc training of diverse models
• Bagging/boosting – no control on diversity

• Focus – Maximum Entropy Model Ensemble:

• ML estimation:

• Introduce diversity constraint w.r.t. reference model Q:

• Intuitive diversity scores – KL divergence and negative 
posterior cross-correlation

• Train diverse models in a principled way with control?
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IN PROGRESS
• Training arbitrary diverse classifier ensembles
• Quantifying diversity benefit in arbitrary expert ensembles
• Linking diversity with gradient boosting

CoNLL 2003 Named Entity Recognition Task
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