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Motivation

In real-world 
lassi�
ation tasks we en
ounter problems like

• Noisy observations

• Presen
e of outliers

• Feature and sample reliabilities vary

How to de�ne and model this reliability?

Reliability Assumption

Classi�
ation Task

• Predi
t labels Y using features X

• X ∈ R
D;Y ∈ 1 . . .K

Reliability-aware framework

• Θ: Feature-dependent reliable model

• Φ: Feature-independent unreliable model

• R = {0, 1} : latent reliability variable for the sample

Pr(X,Y |R) = Pr(X,Y ;Θ)R(Pr(Y ;Φ)Pr(X ;Φ))1−R
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A Generative Model

Pr(X |Y,R) = Pr(X |Y ;Θ)RPr(X ;Φ)1−R

How are the features generated?

Dis
riminative reliability-aware model

• Only learn models for Pr(Y |X)

• How was the label generated?

• Reliable: Annotator 
onsults the data before labeling

• Unreliable: Annotator tosses a die to assign label

Pr(Y,R|X) = Pr(Y |X ;Θ)R
︸ ︷︷ ︸

reliable

Pr(Y ;Φ)1−R

︸ ︷︷ ︸

unreliable

Pr(R|X)

R = 1

Data-dependent

R = 0

Data-independent

Algorithm

Reliable model (MaxEnt)

Pr(Yik = 1|Xi;Θ) =
eWk

TXi

∑K

j=1
eWj

TXi

Unreliable model( Categori
al)

Pr(Yik;Φ) = ηk

Reliability model (Logisti
)

Pr(Ri = 1|Xi) = σ(rTXi) = 1/(1 + e−rTXi)

Maximize the total data-likelihood using EM

Pr[D|W, η, r] =

N∏

i=1

Pr(Yi, Ri|Xi;W, η, r)

=

N∏

i=1

Pr(Yi|Xi;W )RiPr(Yi; η)
1−RiPr(Ri|X ; r)

Intelligibility Classi�
ation Experiment

Pathologi
al Spee
h

• Atypi
ality resulting from disease or surgery of the vo
al tra
t

• Redu
ed spee
h intelligibility

• Intelligibility depends on many diverse fa
tors

Dataset

• NKI CCRT Spee
h Corpus

• 2385 senten
e level utteran
es labelled as I or NI

• 13 features based on pronun
iation, voi
e quality, prosody

Results

• Chan
e a

ura
y : 50.3%

• Baseline model: ordinary logisti
 regression

• Results on a 5-fold 
ross validation

Baseline and proposed methods on di�erent feature sets

Feature Baseline Proposed

voi
e quality 58.0 60.3

prosody 55.8 55.8

pronun
iation 67.1 66.8

Feature fusion 67.6 67.9

S
ore fusion 67.9 67.9

Con
lusion

• Helps when features are unreliable

• Reliabilities di�erent for feature set

• Similar to a mixture-of-experts model

• Improvement not sign�
ant over feature fusion - di�erent reliabilities
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