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Introduction 

• We consider a state-tracking problem in which the 
background random process is Markovian with 
continuous states.  
•At each time step the decision-maker chooses as an 
action a state and accumulates some reward based 

on the selected state and the actual state.  
•The goal is to select the actions such that the total 
expected discounted reward is maximized.  
•We model this problem as a Partially Observable 
Markov Decision Process and formulate it in two 
different ways:  

(i) belief-based value function,  
(ii) sequence-based value function. 

• In the sequence-based formulation, only two 
parameters matter to define the sequences, the last 
observed state and the time passed from the last 
observation.  
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• State: The actual state of the Markov process   
at time step t, can be any real number the state 
space, i.e. 
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• State transition: The transition probabilities of 
the actual states over time are shown by 

• Action: At each time step, we choose an action 
from the action space which is equivalent to the 
state space. 
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•Observed information: The observed information 
at time step t is defined by the event  
The possible events corresponding to the action  

 
 
the event of fully observing the actual state.  

 
 

the event of partial observing that the actual state 
is larger than or equal to the selected state. 
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• Reward: The immediate reward earned at time 
step t is defined as follows: 
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where      and      are the over-utilization and the 
under-utilization cost coefficients, respectively, 
and q is the gain unit.  
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decision-maker decides about the whole 
sequence after any full observation about the 
actual state.  
The optimal policy can also be perfectly 
characterized by only two parameters;  

(i) the last observed state,  
(ii) the time steps passed since the last 

observation,  

Sequence-Based Formulation 
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The sequence of actions starting from state  
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An Example of Action Sequences 
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Main Theorem 

• The optimal sequence is lower bounded by the 
myopic sequence started from the same 
observed state, i.e. 
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Myopic Policy 

Myopic policy maximizes the immediate 

expected reward ignoring the future 
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Where                     indicates the probability of 
occurring the following event: no reset {i.e. full 
observation) at time steps                                           
passed from the last observed state       
and following the action sequence of  
 

and reset to the actual state j at    . 
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