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Cloud Storage Erasure Coding

e Thousands of machines in data centers (n,k) coding: THE GOOD
e Failure is the norm rather than the eSplit file in k blocks and then code into n blocks eLower storage
exception Any k of the n blocks enough to recover the file eHigher reliability
e To provide reliability, replication is used. ec.g.: Reed Solomon codes —
e each file is stpred multiple times N =[x THE BAD
(generally thrice).

Difficult to implement

Code into

e replication costly, so could coding be oP It S ecks | A2 A2 | = [X2 *HDFS-RAID: solved!
an alternative? > -
 Hadoop: Distributed storage system,
widely used. Ad Ml =x1| +2

A3 A3| = | X1 | + —
THE UGLY

*Repair Problem!

Example Code

Replication Coded Storage Facebook clusters

* Facebook has one of the largest
50 Hadoop clusters
e >3000 machines
Node 4 e >30 PB logical data

E ‘: * 3x replication costly
; has to download other coded blocks .
fallure E . . ' . toreconstruct the lost blocks e Facebook uses HDFS'RAID with
: () E

(14, 10) Reed Solomon Code which

©  Node5  Node®6 . )
New Node ' : SO (ST we will call HDFS-RS.

has to download only New Node .
those blocks that were lost 3X Rep“Cathn (4,2) COdlng PROBLEM: EI\(/)eC:(ySI?OS: rlf)elggll(r'needs 10 more

Can tolerate 2 failures Can tolerate 2 failures f(nt,)l?) Cl?d? rsquires e Network is bottlenecked
OCKS 10 be

Stora_ge overhead: 200% Storage overhead: 100% read for repairing * SO only 8% of cold data is encoded
Repair overhead: 0% Repair overhead: 100% | one block

Xorbas

*LRC Codes to the rescue! Locally Repairable Codes (LRC)
e Facebook’'s HDFS-RAID is

5 file blocks 5 file blocks 4 R parity blocks

open sSource. A A 5 o) () () (B

* We used it to develop our own | 2]02[ 2} [Cj] | \1\}611[ f,} [/fj ,Lg
version of Hadoop called * Ly Rl
H DFS'XO I’baS*, Wh|Ch local parity block local parity block is 1mphed parity block
implements LRC codes % G ,/,f

e We use a (14, 10, 2) LRC Code o TTmee gt

e2/14 = 14% extra storage LRC (14,10,2) Recipe: “~~__ = __-- g

e but mitigates th : eSplit file into 10 blocks
ut mitigates the repair *Then create 4 extra parity blocks using Reed Solomon encoding
problem eUse the first 5 and second 5 file blocks to create 2 “local parity blocks™ S1 & S2
*One lost block requires only 5 others blocks to be read.

Experiments and Results
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THE VERDICT *
i *Use 14% more storage as compared to RS (14, 10) i
code
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