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Contributions

Sparse Representation involves: 
Estimation of a sparse multi-
dimensional vector, satisfying a 
linear system of equations given 
high-dimensional observed data 
and a design matrix (dictionary).

Novel Contributions of this work:
- New Variations of Group Regularization Techniques, 
applied to denoising in Automatic Speech Recognition 
systems
- New methods for combining predictions from different 
windows 



Novel Variations of Group 
Regularization Algorithms

We propose solutions to deal with the case where we 
have dictionary partitions:

We also additionally take into account the situation 
where we have a highly collinear dictionary:

- Group Elastic Net Algorithm: Extension of the 
Elastic Net to the multi-group case by an iterative 
approach.



Novel Variations of Group 
Regularization Algorithms

- Group Sparse Bayesian Learning Algorithm: Extension of the 
Sparse Bayesian Learning (SBL) Algorithm to both grouping + 
collinear dictionaries (Algorithm too involved, left out of 
presentation) 

Application to Denoising in Automatic Speech Recognition
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Novel Variations of Sparse 
Representation Algorithms

Better recombination of predictions from windowing scheme
- Typical strategy is to do averaging of the predictions
- What we propose is an iterative scheme to combine the 
predictions in a more effective way (experimentally justified)



Novel Variations of Sparse 
Representation Algorithms

Proposed Algorithm:

1) For each window, regularize:

2) Combine predictions by doing one more optimization:



Novel Variations of Sparse 
Representation Algorithms
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