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Universal Identifiability Instance Identifiability Exponential Scaling Law 

 i.i.d. Gaussian/Bernoulli Inputs 
 Probability of Identifiability = 

 
 
 

 𝑝 is DoF in rank-2 null space 
 𝑚,𝑛 are problem dimensions 
 𝑝 = 𝑜(𝑚 + 𝑛) implies 

identifiability w.h.p. 

 Used Reweighted Nuclear 
Norm Heuristic 

 Used Convolution Operator 
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 Identifiability crucial in inverse problems 
 Not well understood for non-linear 

systems/constraints 
 We develop theory for Bilinear Inverse 

Problems 
 subsumes blind estimation 
 deterministic characterization of 

identifiability 
 probabilistic scaling law 
 general conic constraints included, 

e.g. sparsity and low rank constraints 
 Connect blind estimation to low-rank 

matrix recovery 
 readily available convex relaxations 
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